Hydrodynamic interaction among rigid nanoparticles in laminar flow with Navier’s slip boundary condition on the nanoparticles’ surfaces is formulated. The single-particle problem under the general linear flow is solved in terms of the Lamb general solution, and the velocity field exerted by the slip particle is expressed in terms of the multiple expansion in the force moments. Thereby, the mobility matrix for a many-body system is constructed with Faxén’s laws for the force, torque and the stresslet, and is extended to periodic systems by the Ewald summation technique. Using this formulation, the Stokesian dynamics method is generalized to slip particles with arbitrary slip length. The method is applied to a system in an unbounded fluid and to a system with periodic boundary conditions. The mobility problem with constant force for the former and sedimentation velocity (drag coefficient) and spin and shear viscosities for the latter are solved. A comparison is made with the existing results for no-slip particles. According to the surface slip, the reductions of friction (drag force), spin and shear viscosities are observed for the problems with the applied force, torque, and shear, respectively. In particular, we show that just changing the slip properties of the nanoparticle surface, one can control the drag force within an order of magnitude. The slip-length dependences of the drag coefficient and other rheological properties are useful for rational design of nanofluidic devices, including controllable manipulation and separation of large biomolecules in nanofluidic channels.
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I. INTRODUCTION

Microfluidics and nanofluidics enable analytical methods and devices for controlling and manipulating fluid flows at small length scales.\(^1\)\(^-\)\(^4\) For nanoparticles, it is typically less than a micrometer. This subject has recently received an enormously large attention by growing interests to the nanotechnology and its application in biophysics, biochemistry and medicine. In nanofluidic devices, the hydrodynamic interaction of the target object to the system boundary through the fluid dominates the intermolecular interactions. Because changing the shape and/or the material of the instrumentality is feasible and that changing intrinsic intermolecular forces is not, nanofluidic devices turned to be much more flexible to control the system function than conventional experimental setups where the bulk character of the fluid dominates. Illustrative examples where it can be used are given by experiments on separation\(^5\)\(^-\)\(^7\) and single molecule detection\(^8\)\(^-\)\(^10\) of biomolecules. One of the important mechanisms in these processes is the hydrodynamic interaction.

At present, study in the field is driven largely by experimental works, and there is a general lack of theoretical research. For further progress and breakthrough, it is inevitable to understand physics of processes in fluids in nanometer scale by theoretical framework based on solid foundation capable of explaining the existing results and of predicting new phenomena that might happen in such devices. A possible theoretical account combines hydrodynamic and statistical mechanical theories. The focus of this article is the former, which describes the fluid flows by the Stokes equation and uses a single parameter called the “slip length” characterizing the boundary condition in the nano scale. At this point, it is worth to note that, at least for straight channel flows, molecular dynamics simulations confirmed that the hydrodynamic theory works at the scale larger than 10 molecular diameters.\(^11\)

Hydrodynamic interaction in Stokes flow has been actively studied in fluid mechanics\(^12\)\(^-\)\(^13\) and successfully applied for colloidal suspensions and polymer solutions.\(^14\) A typical length scale there is down to only micrometers. The interaction is obtained by solving the boundary value problem on the surface of the objects on which the conventional no-slip boundary condition is applied. Because of the long-range and many-body nature of the interaction, computational methods are not just a numerical tool but an important theoretical component for understanding the physics. There exist a variety of numerical formulations: Among them, boundary element methods are widely used for deformable objects,\(^15\) and Stokesian dynamics methods is for solid particles.\(^16\)\(^-\)\(^19\) Usually, calculations of full hydrodynamic interaction is computationally heavy, although several improvements have been proposed to ease the heavy load.\(^20\)\(^-\)\(^22\) Because of the computational cost, in several practical occasions, hydrodynamic interaction is often ignored or replaced by a simpler form (like the point force approximation) or empirical mesoscopic models such as dissipative particle dynamics.\(^23\) However, for the present purpose of establishing the theoretical framework for nanofluidics, where the hydrodynamics has an important role, we should not compromise on it.

One of the problems of the application of the hydrodynamic theory in Stokes flows for nanofluidics is on the no-
slip boundary condition. Recently, by the ability to probe small length scales and to fabricate surfaces with various properties, apparent violations of the no-slip boundary condition at the liquid-solid interface in nano scale have been reported even for simple liquids. The slip boundary condition was first proposed by Navier in 19th century, the early age of fluid mechanics, when the proper boundary conditions (mainly between no-slip and partial-slip) were discussed. For gas flows, Maxwell had shown that the surface slip is related to the non-continuous nature of gas and the slip length is proportional to the mean-free path. For liquids, on the other hand, from experiments at that age the no-slip boundary condition was accepted by the 1900s, and since then had been treated as a fundamental law. By recent extensive studies on the slip boundary condition in micro and nano scales, the physics of the liquid-solid slip is realized to be much more complicated than that for gases. There are many factors which would affect the surface slip including individual molecular interaction, surface roughness, surface charge, and wetting condition, and at this stage it is too early to make any conclusive consensus about the physics of the liquid-solid slip.

In this article, we focus on the formulation of the hydrodynamic interaction among rigid spherical particles with arbitrary slip length, and therefore, this formulation is applicable to nanofluidic situations. We also extend the Stokesian dynamics method for slip particles in terms of the theory. The formulation in this article is limited to spherical objects. However, using spheres as building blocks to form a desired object, we are able to simulate motions of polymer chains (as well as more complex structures) in fluid flow. Moreover, systems with confined geometries such as a porous medium can be simulated by mimicking them with particles fixed in space.

The point of these applications is that the hydrodynamic interaction among those objects is fully taken into account, although the modeling of objects by spheres has its own limitation.

The paper is organized as follows: In Sec. II, we describe hydrodynamic interaction among spherical particles with arbitrary slip length. The results are implemented in the Stokesian dynamics method. In Sec. III, we present the numerical solutions for particles in unbounded fluid as well as particles in the cubic array configuration with the periodic boundary condition, and discuss the results. The conclusions of this article are presented in Sec. IV.

II. HYDRODYNAMICS FOR SLIP PARTICLES

In low-Reynolds number flows such as liquid flows in nanofluidic devices, the fluid motion is governed by the Stokes equation

\[-\nabla P + \mu \nabla^2 u = 0,\]

with the incompressibility condition \( \nabla \cdot u = 0 \), where \( P \) is the pressure, \( \mu \) is the viscosity, and \( u \) is the velocity of the fluid. The problem of fluid mechanics is given by the boundary value problem at the boundary of the fluid. On the liquid-solid interface, there are two types of the boundary conditions, no-slip and (partial) slip. In most cases in fluid mechanics, the former is widely used, while the latter is recently getting attention especially at small scale fluid flows.

The slip boundary condition had been proposed in such long time ago, however, the solutions are very limited, compared with those for the no-slip boundary conditions: Basset solved the flow of single particle with slip surface, Felderhof solved the problems for single particle and two particles, Bławzdziewicz et al. showed the interaction between the slip particles and lubrication functions for the axisymmetric flow of the study of surfactant-covered drops, and Pozrikidis studied two slip spheres under the shear flow. The point force solution in semi-infinite space with a flat plane obtained by Blake for no-slip condition was recently extended to the slip condition by Lauga and Squires. The extension of the exact two-body solution for no-slip particles to the slip particles was done by Ying and Peters for the gas-solid system and by Keh and Chen and one of the present author for the liquid-solid system.

In this section, we briefly review the boundary conditions, and give the single-body solution of the Stokes equation under the general linear flows. For many-body problem, we construct the mobility matrix obtained by the multipole expansion of the velocity field and Faxén’s laws for the force, torque, and stresslet. Finally, the formulation is extended to the periodic systems in terms of Ewald summation technique.

A. Navier’s Boundary Condition

The conventional no-slip boundary condition for the velocity field \( u \) on a surface \( S \) is given by

\[ [u - u^S](y) = 0 \quad \text{for} \quad y \in S, \]

where \( u^S \) is the velocity of the surface. For a rigid spherical particle with the translational velocity \( U \) and angular velocity \( \Omega \), it is given by

\[ u^S(y) = U + \Omega \times (y - x_0), \]

where \( x_0 \) is the center of the particle.

Instead of the no-slip boundary condition (2), Navier’s slip boundary condition is given by

\[ [u - u^S](y) = \frac{\gamma}{\mu} (I - n n) \cdot (\sigma \cdot n), \]

where \( \gamma \) is the slip length, \( I \) is the unit tensor, \( n \) is the unit normal vector of the surface, and \( \sigma \) is the stress tensor of the fluid defined by

\[ \sigma = -P I + \mu \left[ \nabla u + (\nabla u)^\top \right]. \]

The symbol \( \top \) denotes the transposition of the tensor. Note that \( (I - n n) \) is the projection to the tangential component. This slip boundary condition (4) exhibits kinematic boundary condition for the normal component

\[ n \cdot (u - u^S) = 0, \]
and the slip velocity for the tangential component which is proportional to the velocity gradient as

\[
(I - nn) \cdot (u - u^5) = \gamma (I - nn) \cdot \left\{ \nabla \cdot \left[ \left( \nabla u + (\nabla u)^\dagger \right) \right]\right\}.
\]

(7)

The proportionality factor \(\gamma\) has the dimension of length.

### B. Single Body Problem

The fluid flow around a single spherical particle with the slip surface was first described by Basset.\(^{32,42}\) Here we consider a more general case and derive the solution for a sphere moving with the translational velocity \(U\) and rotational velocity \(\Omega\) in an arbitrary linear flow

\[
u^\infty = U^\infty + \Omega^\infty \times r + E^\infty \cdot r,
\]

where \(r\) is the relative vector from the particle center to \(x\). The disturbance field (velocity relative to the imposed flow) at a position \(x\) is expressed by Lamb’s general solution\(^{12,42}\) as

\[
u(x) - \nu^\infty (x) = \sum_n \left[ \nabla \times r \chi_n + \nabla \Phi_n + C_n \frac{2}{\mu} \nabla \left( \frac{p_n}{\mu} + D_n r \frac{p_n}{\mu} \right) \right] ,
\]

where \(\chi_n, \Phi_n,\) and \(p_n\) are harmonic functions in \(n\)-th order, and the coefficients \(C_n\) and \(D_n\) are given by

\[
C_n = \frac{n + 3}{2(n + 3)(n + 1)}, \quad D_n = -\frac{n}{2(n + 3)(n + 1)}.
\]

(10)

(11)

The integer \(n\) runs from \(-\infty\) to \(\infty\) in general, but for the outer problem where the solution goes to zero at infinity, it is limited to the negative integers. The stress tensor is given by the velocity field (9) through Eq. (5). Let us expand harmonic functions by the spherical harmonics \(Y_{mn} = P_{mn}^m (\cos \theta) e^{im\phi}\) as

\[
p_{-n-1} = \sum_{m=0}^{n} P_{mn} \frac{1}{r} \left( \frac{a}{r} \right)^{n+1} Y_{mn}(\theta, \phi),
\]

(12)

\[
\chi_{-n-1} = \sum_{m=0}^{n} q_{mn} \frac{a}{r} \left( \frac{a}{r} \right)^{n+1} Y_{mn}(\theta, \phi),
\]

(13)

\[
\Phi_{-n-1} = \sum_{m=0}^{n} v_{mn} \frac{a}{r} \left( \frac{a}{r} \right)^{n+1} Y_{mn}(\theta, \phi),
\]

(14)

where \(a\) is the radius of particle. The polar axis of the spherical coordinate system \((r, \theta, \phi)\) is taken in \(z\) direction. The coefficients \(p_{mn}, q_{mn},\) and \(v_{mn}\) are obtained by the boundary condition (4) on the particle surface. (See Appendix A for details.)

For the translating sphere with the velocity \(U = (0, 0, U)\), we have

\[
p_{mn} = \frac{3}{2} \frac{1}{U r_{23}} \delta_{m0} \delta_{n1},
\]

(15)

\[
v_{mn} = \frac{1}{4} \frac{1}{U r_{03}} \delta_{m0} \delta_{n1},
\]

(16)

\[
q_{mn} = 0,
\]

(17)

where factors \(\Gamma_{m,n}\) represent the correction due to the surface slip and are defined as

\[
\Gamma_{m,n} = \frac{1 + m \hat{\gamma}}{1 + n \hat{\gamma}}.
\]

(18)

In definition (18), \(\hat{\gamma}\) is the scaled slip length introduced as the ratio of the slip length \(\gamma\) and the particle radius \(a\):

\[
\hat{\gamma} = \frac{\gamma}{a}.
\]

(19)

The force acting on the particle is given by the coefficients \(p_{mn}\) of Lamb’s general solution as\(^{12,37}\)

\[
F = 4 \pi \mu a \left[ p_{01} \hat{\gamma} - p_{11} (\hat{x} + i \hat{y}) \right],
\]

(20)

where \(\hat{x}, \hat{y},\) and \(\hat{z}\) are the unit vectors in \(x, y,\) and \(z\) directions, respectively. Note that the appearance of the imaginary unit in the expression of force is due to the complex form of the spherical harmonics in Eq. (12) and, as a result, the coefficients \(p_{mn}\) are also complex numbers. However, the physical quantities like force \(F\) in Eq. (20) as well as torque and stresslet in the following remain real. From Eq. (12), the force on the sphere translating with the velocity \(U\) in \(z\) direction is

\[
F = 6 \pi \mu a \Gamma_{2,3} U \hat{z}.
\]

(21)

Substituting the solutions in Eqs. (15), (16), and (17) into (9), the velocity field generated by the translating sphere is obtained as

\[
u - \nu^\infty = \frac{1}{8 \pi \mu} \left[ 1 + \Gamma_{0,2} \frac{a^2}{6} \nabla^2 \right] J \cdot F,
\]

(22)

where \(J\) is the Oseen-Burgers tensor:

\[
J_{ij}(r) = \frac{1}{r} \left( \delta_{ij} + \frac{r_i r_j}{r^2} \right).
\]

(23)

This solution is identical to that in literature.\(^{32,33}\)

For rotating sphere with the angular velocity \(\Omega = (0, 0, \Omega)\) we have

\[
p_{mn} = v_{mn} = 0, \quad q_{mn} = \frac{a \Omega r_{03} \delta_{m0} \delta_{n1}}{4}.
\]

(24)

(25)

The torque acting on the particle is given by the coefficients \(q_{mn}\) as\(^{12,37}\)

\[
T = 8 \pi \mu a^2 \left[ q_{01} \hat{z} - q_{11} (\hat{x} + i \hat{y}) \right].
\]

(26)

Therefore, the torque on the sphere rotating with the angular velocity \(\Omega\) in \(z\) direction is

\[
T = 8 \pi \mu a^2 \Gamma_{0,3} \Omega \hat{z}.
\]

(27)

This agrees with the results by Felderhof\(^{33}\) and Padmavathi et al.\(^{43}\) Note that the torque \(T\) would vanish for the sphere with the perfect-slip surface (for \(\hat{\gamma} = \infty\)). The velocity field is then given by

\[
u - \nu^\infty = \frac{1}{8 \pi \mu} R \cdot T,
\]

(28)
where
\[ R_{ij}(r) = \epsilon_{ijk} \frac{r_k}{r^3} = \frac{1}{4} \epsilon_{ijk} (\nabla_k J_{il} - \nabla_l J_{ik}), \tag{29} \]
and \( \epsilon_{ijk} \) is the Levi-Civita alternating tensor, that is, \( \epsilon_{ijk} = 1 \) for \((i, j, k) = (x, y, z)\) and its even permutations, \(-1\) for the odd permutations, and \(0\) otherwise.

For a sphere in a linear flow with the rate-of-strain tensor given by
\[ -E_{ij}^\infty = E \left( \hat{e}_{ij} - \frac{1}{3} \delta_{ij} \right), \tag{30} \]
we have
\[ p_{mn} = \frac{10}{3} a E \Gamma_{2.5} \delta_{mn} \delta_{n2}, \tag{31} \]
\[ v_{mn} = \frac{1}{3} a E \Gamma_{0.5} \delta_{mn} \delta_{n2}, \tag{32} \]
\[ q_{mn} = 0. \tag{33} \]
The stresslet on the particle is given by the coefficients \( p_{mn} \) as
\[ S = 2 \pi a^2 \left[ p_{02} \left( \hat{z} \hat{z} - \frac{1}{3} I \right) - p_{12} \left[ \hat{x} \hat{z} + \hat{z} \hat{x} + i (\hat{y} \hat{z} + \hat{z} \hat{y}) \right] + 2 p_{22} \left[ \hat{x} \hat{x} - \hat{y} \hat{y} + i (\hat{x} \hat{y} + \hat{y} \hat{x}) \right] \right]. \tag{34} \]

Therefore, the stresslet on the sphere in the shear flow with the parameter \( E \) is
\[ S = \frac{20}{3} \pi a^3 \Gamma_{2.5} E \left( \hat{z} \hat{z} - \frac{1}{3} I \right). \tag{35} \]
The velocity field generated by a sphere in a shear flow is given by
\[ u - u^\infty = -\frac{1}{8 \pi \mu} \left( 1 + \Gamma_{0.2} \frac{a^2 \nabla^2}{6} \right) K : S, \tag{36} \]
where
\[ K_{ijk}(r) = -\frac{3 \epsilon_{ijk} r_k r_l}{r^5}. \tag{37} \]
Note that \( K \) is always multiplied with the second-rank tensor of symmetric and traceless, and it can be written by the derivative of \( J \) as
\[ K_{ijk} = \frac{1}{2} (\nabla_k J_{ij} + \nabla_l J_{ik}). \tag{38} \]

**C. Far-Field Effect**

From the solution for a single sphere with slip surface expressed by Lamb's general solution, we have the velocity field exerted by a particle at \( x_0 \) with the force \( F \), torque \( T \), and stresslet \( S \) as
\[ u(x) - u^\infty(x) = \frac{1}{8 \pi \mu} \left( 1 + \Gamma_{0.2} \frac{a^2 \nabla^2}{6} \right) J(x - x_0) \cdot F + R(x - x_0) \cdot T - \left( 1 + \Gamma_{0.2} \frac{a^2 \nabla^2}{10} \right) K(x - x_0) : S, \tag{39} \]
where \( J, R, \) and \( K \) are given by Eqs. (23), (29), and (37), respectively. Similar to the no-slip case,\(^{17}\) this is in the form of multipole expansion by the force moments. Note that this is exact only for the single body problem, but for general situations like many-body problems, it is valid only for the far field where the contribution of the higher force moments (than \( F, T, \) and \( S \)) are negligible. Here, we define the levels of the truncation, \( F, T, \) and \( FTS \) versions: In \( F \) version, we only take \( F, \) in \( FT \) version, we take up to \( T, \) and in \( FTS \) version, we take up to \( S. \)

From the expression, we also obtain Faxén's laws for the slip particle as
\[ F = 6 \pi a \Gamma_{2.5} \left[ U - u^\infty - \left( 1 + \Gamma_{0.2} \frac{a^2 \nabla^2}{6} \right) u'(x_0) \right], \tag{40} \]
\[ T = 8 \pi a \Gamma_{0.3} \left[ \Omega - \Omega^\infty - \frac{1}{2} \nabla \times u'(x_0) \right], \tag{41} \]
\[ S = \frac{20}{3} \pi a^3 \Gamma_{2.5} \left[ 0 - E^\infty \right] - \left( 1 + \Gamma_{0.2} \frac{a^2 \nabla^2}{10} \right) \frac{1}{2} \left[ \nabla u' + (\nabla u')^\dagger \right](x_0), \tag{42} \]
where \( u' \) is the undisturbed velocity field. From these expressions, we can construct the mobility equation
\[ \begin{pmatrix} U - u^\infty \\ \Omega - \Omega^\infty \\ 0 - E^\infty \end{pmatrix} = \begin{pmatrix} a & b & g \\ b & c & h \\ g & h & m \end{pmatrix} \begin{pmatrix} F \\ T \\ S \end{pmatrix}, \tag{43} \]
where each element in the vectors \((U - u^\infty, \Omega - \Omega^\infty, 0 - E^\infty)\) and \((F, T, S)\) contains the quantities for all particles in the system. That is, for \( N \)-particle system, \( F \) and \( T \) have \( 3N \) elements and \( S \) has \( 5N \) (in reduced form, because \( S_{ij} \) is symmetric and traceless). When we write the element explicitly, Greek letters \( \alpha \) and \( \beta \) are used for the particle and Roman letters \( i, j, \) and \( k \) are for the spatial indices \( x, y, \) and \( z. \) Note that each submatrix in Eq. (43) has different dimension. In the following, we scale the submatrices for \((\alpha, \beta)\) interaction by \( 6 \pi a (a_0)^{\alpha} \) with \( n = 1 \) for \( a, n = 2 \) for \( b, \bar{b}, \bar{g}, \) and \( \bar{g}, \) and \( n = 3 \) for the others, and therefore, all matrices are dimensionless. This nondimensionalization reduces to that in conventional Stokesian dynamics\(^{17,18}\) for monodisperse case. As shown later, \( \bar{b}, \bar{g}, \) and \( \bar{h} \) are related to the counterparts \( b, g, \) and \( h, \) respectively.

From the symmetry of the problem, the submatrices in Eq.
(43) can be written by scalar functions as\textsuperscript{17}

\begin{equation}
  a_{ij}^{\alpha \beta} = x_{\alpha \beta}^{a} e_{e} + y_{\alpha \beta}^{a} \left( \delta_{ij} - e_{e} e_{j} \right),
\end{equation}

\begin{equation}
  b_{ij}^{\alpha \beta} = y_{\alpha \beta}^{b} e_{e} e_{k},
\end{equation}

\begin{equation}
  c_{ij}^{\alpha \beta} = x_{\alpha \beta}^{c} e_{e} e_{j} + y_{\alpha \beta}^{c} \left( \delta_{ij} - e_{e} e_{j} \right),
\end{equation}

\begin{equation}
  g_{ijk}^{\alpha \beta} = x_{\alpha \beta}^{g} e_{e} e_{j} e_{k} + y_{\alpha \beta}^{g} \left( \delta_{ij} - e_{e} e_{j} \right),
\end{equation}

\begin{equation}
  h_{ijk}^{\alpha \beta} = y_{\alpha \beta}^{h} e_{e} e_{j} e_{k} e_{l} + e_{j} e_{k} e_{l} e_{t} e_{i},
\end{equation}

\begin{equation}
  m_{ijkl}^{\alpha \beta} = \frac{3}{2} y_{\alpha \beta}^{m} \left( e_{e} e_{j} - \frac{\delta_{ij}}{3} \right) e_{k} e_{l} - e_{j} e_{k} e_{l} e_{t} e_{i},
\end{equation}

where $e = r/|r|$ is the unit vector of the center-to-center vector $r = x^{(\beta)} - x^{(\alpha)}$. For the self part ($\alpha = \beta$),

\begin{equation}
  x_{11}^{\alpha} = y_{11}^{\alpha} = \Gamma_{3,2}^{(1)}
\end{equation}

\begin{equation}
  x_{11}^{r} = y_{11}^{r} = \frac{3}{4} \Gamma_{3,0}^{(1)}
\end{equation}

\begin{equation}
  x_{11}^{m} = y_{11}^{m} = \frac{9}{10} \Gamma_{3,2}^{(1)}
\end{equation}

and the others are zero, where the slip factor $\Gamma_{m,n}^{(\alpha)}$ for particle $\alpha$ is defined by

\begin{equation}
  \Gamma_{m,n}^{(\alpha)} = \frac{a_{\alpha} + m a_{\alpha}}{a_{\alpha} + n a_{\alpha}}.
\end{equation}

Note that the above expressions as well as those in the following are applicable for the case where the slip lengths (as well as the radii) of particles are different (independently).

For the interaction part ($\alpha \neq \beta$), the submatrices can be written by the derivatives of $J$, $R$, and $K$ as

\begin{equation}
  a_{ij}^{12} = \frac{3 a_{1}}{4} \left( 1 + \frac{a_{1}^{2} + a_{2}^{2}}{6} \right) J_{ij}(r),
\end{equation}

\begin{equation}
  b_{ij}^{12} = -\frac{3 a_{1}^{2}}{8} e_{e} e_{j} y_{i} J_{ij}(r),
\end{equation}

\begin{equation}
  c_{ij}^{12} = \frac{3 a_{1}^{3}}{8} e_{e} e_{j} e_{k} J_{ij}(r),
\end{equation}

\begin{equation}
  g_{ijk}^{12} = -\frac{3 a_{1}^{2}}{8} \left( 1 + \frac{a_{1}^{2} + a_{2}^{2}}{6} \right) \nabla^{2}
\end{equation}

\begin{equation}
  \times \left\{ \nabla J_{ij}(r) + \nabla J_{ij}(r) \right\},
\end{equation}

\begin{equation}
  h_{ijk}^{12} = \frac{3 a_{1}^{3}}{8} \left\{ \nabla R_{ik}(r) + \nabla R_{ik}(r) \right\},
\end{equation}

\begin{equation}
  m_{ijkl}^{12} = -\frac{3 a_{1}^{2}}{8} \left( 1 + \frac{a_{1}^{2} + a_{2}^{2}}{10} \right)
\end{equation}

\begin{equation}
  \times \left\{ \nabla K_{ik}(r) + \nabla K_{ik}(r) \right\},
\end{equation}

where $a_{\alpha}$ is defined by

\begin{equation}
  a_{\alpha} = a_{\alpha} \sqrt{\Gamma_{m,n}^{(\alpha)}}
\end{equation}

and $r = x^{(2)} - x^{(1)}$. Here, to simplify the expressions, we use some properties such as $\nabla^{2} \nabla^{2} J = 0$ and $\nabla^{2} R = 0$. Note that the minus signs in $b$ and $g$ are due to the oddness property about the vector $r$ for $R$, $K$, and $\nabla J$. The submatrices $b$, $g$, and $h$ are related to the counterparts as

\begin{equation}
  b_{ij}^{12} = \left( \frac{a_{1}}{a_{2}} \right)^{2} b_{ij}^{21},
\end{equation}

\begin{equation}
  g_{ijk}^{12} = -\left( \frac{a_{1}}{a_{2}} \right)^{2} g_{ijk}^{21},
\end{equation}

\begin{equation}
  h_{ijk}^{12} = \left( \frac{a_{1}}{a_{2}} \right)^{3} h_{ijk}^{21}.
\end{equation}
After some calculations, we obtain the scalar functions as

\[
\begin{align*}
x_{12}^\alpha & = \frac{3a_1}{2r} - \left(\frac{\bar{a}_1^2 + \bar{a}_2^2}{2r^3}\right) a_1^\alpha, \\
y_{12}^\alpha & = \frac{3a_1}{4r} + \left(\frac{\bar{a}_1^2 + \bar{a}_2^2}{4r^3}\right) a_1^\alpha, \\
y_{12}^\beta & = \frac{3a_1}{4r^2}, \\
x_{12}^\gamma & = \frac{3a_1}{4r^2}, \\
y_{12}^\gamma & = \frac{3a_1}{8r^3}, \\
x_{12}^\delta & = \frac{9a_1^2}{4r^2} - \left(\frac{\bar{a}_1^2 + \bar{a}_2^2}{10} \cdot \frac{27a_1^2}{2r^3}\right), \\
y_{12}^\delta & = \left(\frac{a_1^2}{10} + \frac{\bar{a}_2^2}{6}\right) \frac{9a_1^2}{2r^3}, \\
y_{12}^\beta & = \frac{9a_1^3}{8r^3}, \\
x_{12}^\gamma & = \frac{9a_1^3}{4r^4} - \left(\frac{a_1^2 + \bar{a}_2^2}{27a_1^3}\right), \\
y_{12}^\gamma & = \frac{9a_1^3}{4r^3} - \left(\frac{a_1^2 + \bar{a}_2^2}{18a_1^3}\right), \\
z_{12}^m & = \left(\frac{a_1^2 + \bar{a}_2^2}{10a_1^3}\right),
\end{align*}
\]

For no-slip equal spheres (\(\bar{a}_1 = \bar{a}_2 = a\)), these reduce to the results by Durlofsky et al.\(^{17}\)

### D. Ewald Summation

In the theory above, we can handle many particles in unbounded boundary fluid. However, we may want to introduce periodic boundary conditions, so as to model some sort of systems like dispersions and porous media.

Under the periodic boundary condition, in the FTS version, we have to take into account the periodic images as

\[
\begin{array}{c}
\begin{bmatrix}
U_j^{(\alpha)} - u_\infty \\
\Omega_j^{(\alpha)} - \Omega_\infty \\
0 - E^{(\alpha)}
\end{bmatrix}
= \begin{bmatrix}
\{a_{(\alpha \gamma)}\} \cdot F_j^{(\alpha)} \\
\{\alpha_{(\alpha \gamma)}\} \cdot T_j^{(\alpha)} \\
\{m_{(\alpha \gamma)}\} \cdot S_j^{(\alpha)}
\end{bmatrix},
\end{array}
\]

\[
+ \sum_\gamma \sum_\beta \begin{bmatrix}
\{a_{(\alpha \beta)}\} \cdot \{\bar{h}_{(\alpha \beta)}\} \\
\{b_{(\alpha \beta)}\} \cdot \{g_{(\alpha \beta)}\} \\
\{g_{(\alpha \beta)}\} \cdot \{h_{(\alpha \beta)}\} \\
\{m_{(\alpha \beta)}\} \cdot \{n_{(\alpha \beta)}\}
\end{bmatrix} \begin{bmatrix}
\{x_{(\alpha \gamma)} - x_{(\beta \gamma)} + r_{(\gamma)}\} \cdot \{F_j^{(\beta)}\} \\
\{T_j^{(\beta)}\} \\
\{S_j^{(\beta)}\}
\end{bmatrix},
\]

where \(\gamma\) is an index \((n_x, n_y, n_z)\) for the lattice vector \(r_{(\gamma)}\) defined by

\[
r_{(\gamma)} = (n_x L_x, n_y L_y, n_z L_z),
\]

\(L_x, L_y,\) and \(L_z\) are the linear dimensions of the cell, and the prime on the summation for the particle \(\beta\) denotes that the self term \((\beta = \alpha)\) for the primary cell \(r_{(\gamma)} = 0\) is excluded. The submatrices \(a, \ldots\) are defined by \(J\) as same as before. Because of the long range nature of the interaction, Eq. (75) with the infinite summation is difficult to evaluate. By Ewald summation technique,\(^{18,45,46}\) we can rewrite the infinite summation for the periodic images by two finite summations in real and reciprocal spaces.

First, we split the Oseen-Burgers tensor \(J_{ij}(r)\) into two parts as

\[
J_{ij}(r) = J_{ij}^{(1)}(r, \xi) + J_{ij}^{(2)}(r, \xi),
\]

and

\[
j_{ij}^{(1)}(r, \xi) = \left(\nabla^2 \delta_{ij} - \nabla_i \nabla_j\right) \text{erfc}(\xi r),
\]

\[
j_{ij}^{(2)}(r, \xi) = \left(\nabla^2 \delta_{ij} - \nabla_i \nabla_j\right) \text{erf}(\xi r),
\]

with the error function \(\text{erf}(x)\) and its complementary \(\text{erfc}(x)\). Because all submatrices in the mobility matrix in Eq. (43) are given by the derivatives of \(J\) through Eqs. (54) to (59) with (29) and (38), the splitting is simply applicable to them. Here \(\xi\) is an arbitrary parameter characterizing the division into the real and reciprocal parts. Usually we take the value with which the division is equal where the computational load is minimized. Because of the factor \(\text{erfc}(\xi r)\), \(J^{(1)}\) and its derivatives decay rapidly for \(r\). Therefore, we can truncate the lattice summation for \(r\) at some point.

The other contributions coming from \(J^{(2)}\) are handled in the reciprocal space in \(k\) (the Fourier transformed space). First, we rewrite the summation as

\[
\sum_\gamma \sum_\beta M^{(2)}(x_{(\alpha \gamma)} - x_{(\beta \gamma)} + r_{(\gamma)}) \cdot \begin{bmatrix}
F_j^{(\beta)} \\
T_j^{(\beta)} \\
S_j^{(\beta)}
\end{bmatrix}
= \sum_\gamma \sum_\beta M^{(2)}(x_{(\alpha \gamma)} - x_{(\beta \gamma)} + r_{(\gamma)}) \cdot \begin{bmatrix}
F_j^{(\beta)} \\
T_j^{(\beta)} \\
S_j^{(\beta)}
\end{bmatrix}
- M^{(2)}(r = 0) \cdot \begin{bmatrix}
F_j^{(\alpha)} \\
T_j^{(\alpha)} \\
S_j^{(\alpha)}
\end{bmatrix},
\]

where \(M^{(2)}(r)\) just denotes the whole matrix for \((\alpha, \beta)\) interaction coming from \(J^{(2)}\). The point is that the summation for the particle \(\beta\) in the second line is running for all particles including \(\alpha\), the self contribution. Applying Poisson's sum formula

\[
\sum_{n=-\infty}^{\infty} F(nL) = \frac{1}{L} \int_{-\infty}^{\infty} dy F(y)e^{2\pi n y/L},
\]

for the three-dimensional lattice summation, we have

\[
\sum_\gamma M^{(2)}(r + r_{(\gamma)}) = \frac{1}{V} \sum_\gamma \sum_k e^{-ik \cdot r} \tilde{M}^{(2)}(k^{(\lambda)})
= \frac{1}{V} \sum_\lambda \left[ \tilde{M}_{even}^{(2)}(k^{(\lambda)}) \cos(k^{(\lambda)} \cdot r) - \tilde{M}_{odd}^{(2)}(k^{(\lambda)}) \sin(k^{(\lambda)} \cdot r) \right],
\]

where
where \( V = L_xL_yL_z \) is the volume of the periodic cell, \( \lambda \) denotes the index \((m_x, m_y, m_z)\) for the wave vector \( k^{(4)} \) defined by
\[
k^{(4)} = \left( \frac{2\pi m_x}{L_x}, \frac{2\pi m_y}{L_y}, \frac{2\pi m_z}{L_z} \right), \tag{83}
\]
and \( \widetilde{M}^{(2)}(k) \) is the Fourier transform of \( M^{(2)}(r) \) defined by
\[
\widetilde{M}^{(2)}(k) = \int dr \ M^{(2)}(r) e^{i k \cdot r} = \int dr \ (M^{(2)}_{\text{even}}(r) + M^{(2)}_{\text{odd}}(r)) \left( \cos(k \cdot r) + i \sin(k \cdot r) \right)
\]
\[
= \widetilde{M}^{(2)}_{\text{even}}(k) + (-i) \widetilde{M}^{(2)}_{\text{odd}}(k). \tag{84}
\]
Note that \( M^{(2)}_{\text{even}} \) and \( M^{(2)}_{\text{odd}} \) denote the even and odd parts of \( M^{(2)} \) for \( r \).

Once we have the explicit form of \( \widetilde{M}^{(2)}(k) \), the last term \( M^{(2)}(r = 0) \) can be obtained analytically by
\[
M^{(2)}(r = 0) = \frac{1}{(2\pi)^3} \int dk \ \widetilde{M}^{(2)}(k). \tag{85}
\]

Therefore, the infinite lattice summation in Eq. (75) can be calculated by
\[
\begin{pmatrix}
U^{(a)} - u^{(a)} - \Omega^{(a)} - \Omega_{\infty} - \Omega_{\infty} - E_{\infty} - E_{\infty} \\
U^{(a)} - u^{(a)} - \Omega^{(a)} - \Omega_{\infty} - \Omega_{\infty} - E_{\infty} - E_{\infty}
\end{pmatrix} = \frac{1}{\sqrt{\pi}} \sum \sum \sum \left( \widetilde{M}^{(2)}(k^{(4)}) \cos \left( k^{(4)} \cdot (x^{(a)} - x^{(b)}) \right) \right)
\]
\[
+ \frac{1}{V} \sum \sum \sum \left( \widetilde{M}^{(2)}_{\text{odd}}(k^{(4)}) \sin \left( k^{(4)} \cdot (x^{(a)} - x^{(b)}) \right) \right)
\]
\[
- \frac{M^{(2)}(r = 0)}{(2\pi)^3} \begin{pmatrix}
F^{(a)} \\
T^{(a)} \\
S^{(a)}
\end{pmatrix}, \tag{86}
\]

where the prime on the summation for \( \lambda \) means to exclude the term with \( k^{(4)} \), which should be canceled by the corresponding exerted pressure gradient.\(^{18,47}\) Mathematically this is equivalent to the renormalization by Batchelor.\(^{48}\)

Here we give the explicit results only for \( a \). The derivations and the full solutions in FTS version are given in Appendix B. The matrix in the real space summation is given by
\[
\begin{pmatrix}
A_{ij}^{(1\text{sh})}(r) \\
B_{ij}^{(1\text{sh})}(r)
\end{pmatrix} = A(r, \xi) \delta_{ij} + B(r, \xi) \frac{r_p r_j}{r^2}, \tag{87}
\]
where
\[
A(r, \xi) = \frac{3d_a}{4} \left( A_0(r, \xi) + \frac{\bar{a}^2 + \bar{a}^2}{6} A_2(r, \xi) \right), \tag{88}
\]
\[
B(r, \xi) = \frac{3d_a}{4} \left( B_0(r, \xi) + \frac{\bar{a}^2 + \bar{a}^2}{6} B_2(r, \xi) \right), \tag{89}
\]

\[
A_0(r, \xi) = \frac{2 \xi}{\sqrt{r}} \left( -3 + 2 \xi^2 r^2 \right) e^{-\frac{\xi^2 r^2}{2}} + \frac{\text{erfc}(\xi r)}{r}, \tag{90}
\]
\[
A_2(r, \xi) = \frac{2 \xi}{\sqrt{r}} \left( 2 + 2 \xi^2 r^2 - 40 \xi^4 r^4 + 8 \xi^6 r^6 \right) e^{-\frac{\xi^2 r^2}{2}} + \frac{2 \text{erfc}(\xi r)}{r^3}, \tag{91}
\]
\[
B_0(r, \xi) = \frac{2 \xi}{\sqrt{r}} \left( 1 - 2 \xi^2 r^2 \right) e^{-\frac{\xi^2 r^2}{2}} + \frac{\text{erfc}(\xi r)}{r}, \tag{92}
\]
\[
B_2(r, \xi) = \frac{2 \xi}{\sqrt{r}} \left( -6 - 4 \xi^2 r^2 + 32 \xi^4 r^4 - 8 \xi^6 r^6 \right) e^{-\frac{\xi^2 r^2}{2}} - \frac{6 \text{erfc}(\xi r)}{r^3}. \tag{93}
\]

The matrix in the reciprocal summation is given by
\[
\begin{pmatrix}
\tilde{a}_{ij}^{(1\text{sh})}(k) \\
\tilde{a}_{ij}^{(1\text{sh})}(k)
\end{pmatrix} = 6 \pi a_a \left( 1 - \frac{\bar{a}^2 + \bar{a}^2}{6} \right) \left( \delta_{ij} - \frac{k_i k_j}{k^2} \right)
\]
\[
\times \frac{1}{k^2} \left( 1 + \frac{k^2}{4 \xi^2} + \frac{k^4}{8 \xi^4} \right) \exp \left( -\frac{k^2}{4 \xi^2} \right), \tag{94}
\]

and the self part is
\[
\begin{pmatrix}
\tilde{a}_{ij}^{(2\text{sh})}(r = 0) \\
\tilde{a}_{ij}^{(2\text{sh})}(r = 0)
\end{pmatrix} = \frac{\delta_{ij} a_a}{\sqrt{r}} \left[ 6 - \frac{20}{3} \left( \frac{\bar{a}^2 + \bar{a}^2}{6} \right) \xi^2 \right]. \tag{95}
\]

\section*{III. RESULTS AND DISCUSSIONS}

In this section, we present numerical results obtained by the Stokesian dynamics method for the slip particles developed in the previous section under both open and periodic boundary conditions.

\subsection*{A. Open Boundary}

For the first example of the numerical solution for slip particles, we study equal-sized particles aligned in the horizontal line. For no-slip particles, Durlofsky \textit{et al.}\(^{17}\) showed the results for a demonstration of Stokesian dynamics. In the configuration, the translational and angular velocities are solved with a constant force in the perpendicular direction to the alignment.

\subsection*{1. Drag Coefficient}

First, we study the translational velocity. In literature, for a particle \( \alpha \) with the velocity \( U^{(a)} \) under the applied force \( F \), the drag coefficient defined by
\[
\tilde{F}(\alpha) = \frac{F}{6 \pi a_a U^{(a)}}, \tag{96}
\]
is used to study the falling velocity. Figures 1 and 2 show results of the no-slip and large slip (\( \gamma = 100 \)) cases for various parameters, the number of particles \( N \) and the particle distance
FIG. 1: Drag coefficient $F/6\pi\mu a U^2(\alpha)$ for horizontally aligned particles with $N = 7$. Here the particle distances are $r = 4, 2.6, 2.2, \text{ and } 2.005$. The parameter $\alpha$ is the particle index counting from the center with 0 to the edge of the configuration. In the left side, the results for the no-slip particles are shown, while in the right side, those for the slip particles with $\gamma = 0$ to the edge of the configuration. In the left side, the results for the no-slip particles are shown, while in the right side, those for the slip particles with $\gamma = 100$ are shown. Lines are added for eye guide.

FIG. 2: Drag coefficient $F/6\pi\mu a U^2(\alpha)$ for horizontally aligned particles with the particle distance $r = 2.2$ and $N = 5, 7, 9, \text{ and } 15$. In the left side, the results for the no-slip particles are shown, while in the right side, those for the slip particles with $\gamma = 100$ are shown, respectively.

$F$. From the symmetry, the results are the same with respect to the center particle, so that we plot the half of the system from the center. The results for the no-slip particles agree with those by Durlofsky et al.\textsuperscript{17} (with their results without lubrication). From the comparison between the no-slip and the slip cases, it is found that the drag coefficients are reduced for the slip particles, while the qualitative behavior looks similar: The center particle falls faster than the particles near the edge, the average velocity for larger system (with larger $N$) is faster than the smaller system, and the tighter system (with smaller $r$) is faster than the wider system.

To see more details, let us focus on the system with $N = 7$ and $r = 2.2$. Figure 3 shows the slip-length dependence of the drag coefficient $\hat{F}$. It is found that, for each particle $\alpha$, $\hat{F}$ has two asymptotic values in the no-slip and perfect-slip limits and decreases monotonically as $\gamma$ increases. This corresponds to that fact for a single slip particle in Eq. (21) that the Stokes’ drag force $F(\gamma)$ is proportional to $\Gamma_{3,2}$, and for a constant force, the particle falls with the velocity

$$U(\gamma) = U_0 \Gamma_{3,2}.$$  \hfill (97)

This means that the particle with the perfect-slip surface falls $3/2$ times faster than that with the no-slip surface.

TABLE I: Fitting parameters $m$ and $n$ in Eq. (98) for the system with $N = 7$ and $r = 2.2$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$m$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>2.0002 ± 0.0001</td>
<td>2.3317 ± 0.0002</td>
</tr>
<tr>
<td>1</td>
<td>2.0036 ± 0.0006</td>
<td>2.3410 ± 0.0006</td>
</tr>
<tr>
<td>2</td>
<td>2.0510 ± 0.0070</td>
<td>2.4250 ± 0.0080</td>
</tr>
<tr>
<td>3</td>
<td>1.9998 ± 0.0001</td>
<td>2.4695 ± 0.0001</td>
</tr>
</tbody>
</table>

Here we try to fit the $\gamma$-dependence of $\hat{F}$ scaled by the no-slip coefficient $\hat{F}_n$ as

$$\frac{\hat{F}(\alpha, \gamma)}{\hat{F}_n(\alpha)} = \Gamma_{m,n},$$  \hfill (98)

where $\hat{F}_n(\alpha) = \hat{F}(\alpha, \gamma = 0)$. The results of the fitting parameters $m$ and $n$ are given in Table I. The lines in Fig. 3 are the fitting results with these $m$ and $n$. It is found that $m$ is almost constant and close to 2, while $n$ depends on the particle index $\alpha$. Also we note from Fig. 3 that the slip length $\gamma = 100$ is almost in the asymptotic region in the perfect-slip limit. Therefore, the reduction of the drag coefficient due to the slip surface in the prefect-slip limit is roughly given by the ratio of $\hat{F}$ at $\gamma = 100$ to the no-slip case, which can be seen in
The largest influence of the slip length appears on the second particle for both cases (at $r = 2.2$ for various $N$ are in the right). FIG. 4: The drag-reduction rate $\tilde{F}_{ps}/F_{ms}$. The results for the systems with $N = 7$ for various particle distance $r$ are plotted in the left, and those $r = 2.2$ for various $N$ are in the right.

Figs. 1 and 2: The change from the left (no-slip) to the right ($\tilde{\gamma} = 100$) is the drag reduction due to the surface slip.

The drag-reduction rate from the no-slip to perfect-slip conditions $\tilde{F}_{ps}/F_{ms}$ can be estimated by the fitting parameters as

$$\frac{\tilde{F}_{ps}}{F_{ms}} = \frac{m}{n}, \quad (99)$$

where $\tilde{F}_{ps} = \tilde{F}(\tilde{\gamma} = \infty)$. This is because the asymptotic value of $\Gamma_{m,n}$ is equal to $m/n$. Figure 4 shows the drag-reduction rates for the various cases. It is found that the sparse configuration (larger $r$) has bigger reduction, the smaller system (smaller $N$) has bigger reduction, and the edge (center) particle always has the biggest (smallest) reduction in the system. Here we calculated the systems up to $N = 15$, but the qualitatively similar behavior would be obtained for larger systems, where main portion has nearly same velocity and a few particles near the edges have the smaller one.

2. Angular Velocity

Next, we look at the angular velocity. The results for the no-slip case agree with those by Durlofsky et al. as for the drag coefficient.

Figure 5 shows the angular velocities $\Omega^{(\alpha)}$ of particle $\alpha$ divided by the single-particle angular velocity $\Omega_0 = T/8\pi\mu a^3$ for two slip lengths, no-slip and large slip ($\tilde{\gamma} = 100$), for the two systems, $N = 15$ and 7, with the same particle distance $r = 2.2$. It is seen that the slip-length dependence is relatively small. The center particle has zero rotation (from the symmetry). The angular velocities of particles from the next to the center to the third from the edge ($\alpha = 5$ for $N = 15$ and $\alpha = 1$ for $N = 7$) has just a slight decrease for the large slip length. The largest influence of the slip length appears on the second particle from the edge for both cases ($\alpha = 6$ for $N = 15$ and $\alpha = 2$ for $N = 7$). The terminal particles have no $\tilde{\gamma}$-dependence.

One of the reasons why the angular velocity depends very slightly on the slip length could be because in the present situation the particles are torque free and therefore all the $\tilde{\gamma}$-dependence on $\Omega$ is coming from the disturbance field generated by the external force $F$ on the particles. However, if external torque is applied to the system, it is expected from the single-body solution in Eq. (27) that the $\tilde{\gamma}$-dependence on the angular velocity would be large. See Sec. III B 2 in the following for the periodic system.

B. Periodic Boundary

Next, we study the system under the periodic boundary condition. The particle configuration we study is the simple cubic array. The results for no-slip particles are summarized in Brady et al. In the following, we see the slip-length dependencies for basic rheological properties, sedimentation velocity, and the spin and shear viscosities, in details.

1. Sedimentation Velocity

First, sedimentation velocity is calculated, where a constant force is applied to the particles. Here, we study the velocity $U$ divided by the falling velocity for a single particle $U_0 = F/6\pi\mu a$, where $F$ is the strength of the force. Note that for the regular array configurations, the sedimentation velocity for each particles are the same and, as a result, it is equivalent to the problem of fixed particles under a constant velocity, in other words, a pressure-driven flow in the porous medium.

For no-slip particles in the regular array configurations, there are theoretical and numerical studies. Hasimoto got the sedimentation velocities for the regular arrays where the
in the previous section (so that lubrication as well as 

Zick and Homsy showed the numerical calculations.

Here, calculations for the slip particles including no-slip case are done by the method in the FTS version formulated in the previous section (so that lubrication as well as effective quadrupole contribution in Brady et al. are not included). The periodic cell contains 8 particles of equal size. Figure 6 and Table II show $U/U_0$ for the slip lengths $\gamma = 0, 0.01, 0.1, 1, 10, \text{and 100}$. The no-slip results agree with the dilute limit theory in Eq. (100) by Hasimoto and the corresponding results by Brady et al. for $\langle M_{1,1} \rangle$ in their notation). The results for the finite slip lengths show that as the slip length increases, the sedimentation velocity also increases. In other words, the particles with larger slip length have less friction. Figure 7 shows the slip-length dependence on the scaled sedimentation velocity defined by

$$
\bar{U}(\phi, \gamma) = \frac{U(\phi, \gamma)}{U_{ns}(\phi)},
$$

where $U_{ns}(\phi) = U(\phi, \gamma = 0)$. From the results, $\bar{U}$ has two asymptotes in $\gamma \to 0$ and $\gamma \to \infty$. Therefore, we try to fit the slip-length dependence as

$$
\bar{U}(\phi, \gamma) = \Gamma_{m,n},
$$

where $m$ and $n$ are the fitting parameters depending on the volume fraction $\phi$. The results for $m$ and $n$ by the least-square fitting for each $\phi$ are summarized in Table III. We find that $n$ is not dependent of $\phi$, and actually $n = 2$ with the error less than 0.5%. The other parameter $m$ is almost linearly increasing for $\phi$ except for the dense region. Note that in the dilute limit ($\phi \to 0$), from the single-body solution in Eq. (21), it is expected that $\bar{U} \to \Gamma_{3,2}$. Here, we assume the $\phi$-dependence of $m$ in the form $m(\phi) = 3 + A\phi$. By the least-square fitting for the range $0 \leq \phi < 0.4$, we have $A = 27.9 \pm 0.4$. That is, the scaled sedimentation velocity is approximately given by

$$
\bar{U}(\phi, \gamma) = \frac{1 + (3 + A\phi)\gamma}{1 + 2\gamma}.
$$

Note that, from Eq. (102), the asymptotic value in the perfect-slip limit of $\bar{U}$ is $m/n$, which is the ratio of the mobilities of the perfect-slip to the no-slip. It is an increasing function of $\phi$ from 1.5 in the dilute limit to roughly 7 in the dense case as shown in Fig. 7. As mentioned above, the results of sedimentation velocity for the regular array can be interpreted in terms of the permeability of porous medium for fluid flow. This implies that the permeability of the perfect-slip arrays might be 7 times larger than that of the no-slip arrays at most in the low porosity limit. This type of large increase of the permeability would be expected in the nanofluidic devices with the slip surface, although the ratio would depend on the detailed configurations. According to the lack of lubrication effect in the present formulation, the ratio shown above is underestimated, and it would be more than that if the contribution of the higher force moments is taken into account.

2. Spin Viscosity

Next, we study the problem with applied torque for the same configuration. The results are shown in Table IV. From the single-body solution in Eq. (27), the angular velocity scaled by $\Omega_0 = T/8\pi\mu a^2$ in the dilute limit becomes

$$
\lim_{\phi \to 0} \frac{\Omega(\phi, \gamma)}{\Omega_0} = \Gamma_{3,0}.
$$

FIG. 6: Sedimentation velocities for various slip length $\gamma$ divided by $U_0 = F/6\pi\mu a$ versus volume fraction $\phi$ for the particles in the simple-cubic array configuration. The horizontal axis is not linear but $\phi^{1/3}$. The solid line is the dilute limit for the no-slip particles in Eq. (100) by Hasimoto.

FIG. 7: The scaled sedimentation velocities $U/U_{ns}$ versus the scaled slip length $\gamma$, where $U_{ns}$ is the sedimentation velocity for the no-slip case $\gamma = 0$.

$$
U(\phi, \gamma = 0) = \frac{U(\phi, \gamma = 0)}{U_0} = 1 - 1.7601\phi^{1/3} + \phi - 1.5593\phi^2.
$$

Note that, from Eq. (102), the asymptotic value in the perfect-slip limit of $\bar{U}$ is $m/n$, which is the ratio of the mobilities of the perfect-slip to the no-slip. It is an increasing function of $\phi$ from 1.5 in the dilute limit to roughly 7 in the dense case as shown in Fig. 7. As mentioned above, the results of sedimentation velocity for the regular array can be interpreted in terms of the permeability of porous medium for fluid flow. This implies that the permeability of the perfect-slip arrays might be 7 times larger than that of the no-slip arrays at most in the low porosity limit. This type of large increase of the permeability would be expected in the nanofluidic devices with the slip surface, although the ratio would depend on the detailed configurations. According to the lack of lubrication effect in the present formulation, the ratio shown above is underestimated, and it would be more than that if the contribution of the higher force moments is taken into account.

2. Spin Viscosity

Next, we study the problem with applied torque for the same configuration. The results are shown in Table IV. From the single-body solution in Eq. (27), the angular velocity scaled by $\Omega_0 = T/8\pi\mu a^2$ in the dilute limit becomes

$$
\lim_{\phi \to 0} \frac{\Omega(\phi, \gamma)}{\Omega_0} = \Gamma_{3,0}.
$$
TABLE II: Sedimentation velocities \( U/U_0 \) for various slip length \( \gamma \) in the simple-cubic array configuration.

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \tilde{\gamma} = 0 )</th>
<th>( \tilde{\gamma} = 0.01 )</th>
<th>( \tilde{\gamma} = 0.1 )</th>
<th>( \tilde{\gamma} = 1 )</th>
<th>( \tilde{\gamma} = 10 )</th>
<th>( \tilde{\gamma} = 100 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.8250</td>
<td>0.8348</td>
<td>0.9084</td>
<td>1.1585</td>
<td>1.3014</td>
<td>1.3227</td>
</tr>
<tr>
<td>0.027</td>
<td>0.4990</td>
<td>0.5089</td>
<td>0.5834</td>
<td>0.8368</td>
<td>0.9816</td>
<td>1.0032</td>
</tr>
<tr>
<td>0.064</td>
<td>0.3600</td>
<td>0.3701</td>
<td>0.4460</td>
<td>0.7040</td>
<td>0.8514</td>
<td>0.8734</td>
</tr>
<tr>
<td>0.125</td>
<td>0.2449</td>
<td>0.2554</td>
<td>0.3335</td>
<td>0.5991</td>
<td>0.7509</td>
<td>0.7735</td>
</tr>
<tr>
<td>0.216</td>
<td>0.1599</td>
<td>0.1708</td>
<td>0.2523</td>
<td>0.5293</td>
<td>0.6875</td>
<td>0.7112</td>
</tr>
<tr>
<td>0.343</td>
<td>0.1109</td>
<td>0.1224</td>
<td>0.2085</td>
<td>0.5014</td>
<td>0.6688</td>
<td>0.6938</td>
</tr>
<tr>
<td>0.450</td>
<td>0.1012</td>
<td>0.1132</td>
<td>0.2033</td>
<td>0.5095</td>
<td>0.6845</td>
<td>0.7107</td>
</tr>
<tr>
<td>0.5236</td>
<td>0.1050</td>
<td>0.1173</td>
<td>0.2101</td>
<td>0.5256</td>
<td>0.7058</td>
<td>0.7327</td>
</tr>
</tbody>
</table>

TABLE III: Fitting parameters \( m \) and \( n \) in Eq. (102).

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( m )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>3.2128 ± 3 \cdot 10^{-5}</td>
<td>2.00001 ± 2 \cdot 10^{-5}</td>
</tr>
<tr>
<td>0.027</td>
<td>4.0313 ± 3 \cdot 10^{-5}</td>
<td>2.00004 ± 2 \cdot 10^{-5}</td>
</tr>
<tr>
<td>0.064</td>
<td>4.86705 ± 8 \cdot 10^{-6}</td>
<td>2.004 ± 10^{-6}</td>
</tr>
<tr>
<td>0.125</td>
<td>6.356 ± 0.007</td>
<td>2.004 ± 10^{-3}</td>
</tr>
<tr>
<td>0.216</td>
<td>8.97 ± 0.01</td>
<td>2.004 ± 10^{-3}</td>
</tr>
<tr>
<td>0.343</td>
<td>12.62 ± 0.02</td>
<td>2.004 ± 10^{-3}</td>
</tr>
<tr>
<td>0.45</td>
<td>14.19 ± 0.02</td>
<td>2.004 ± 10^{-3}</td>
</tr>
<tr>
<td>0.5236</td>
<td>14.13 ± 0.03</td>
<td>2.006 ± 0.004</td>
</tr>
</tbody>
</table>

FIG. 8: Angular velocity \( \Omega \) divided by the factor \( \Omega_0 \Gamma_{3.0} \), the single slip particle’s result, versus volume fraction \( \phi \) for the particles in the simple-cubic array configuration. The solid line is the dilute limit for the no-slip particles derived from Eq. (107) obtain by Zuzovsky et al.\textsuperscript{50} The dashed lines are fitted by Eq. (112).

That is, the angular velocity is diverging in the perfect-slip limit as seen in Table IV. Figure 8 shows \( \Omega \) scaled by \( \Omega_0 \Gamma_{3.0} \). It is observed that for the no-slip case, the angular velocity \( \Omega \) decays for \( \phi \), but the \( \phi \) dependence reduces as the slip length increases.

This is a mobility problem. For the regular array configuration, again, it is closely related to the corresponding resistance problem, where the torque is solved under the constant rotation of the particles. The spin viscosity \( \zeta \) is defined by the ratio of the mean torque to the rotation as

\[
\langle T \rangle = -\mu \zeta \langle \Omega \rangle,
\]

where \( \langle \cdot \rangle \) denotes the bulk average. Therefore, for the present case, \( \langle T \rangle = -nT \) and \( \langle \Omega \rangle = \Omega \), where \( n \) is the number density of particles, and \( T \) and \( \Omega \) are the torque on and angular velocity of each particle, and we obtain the relation

\[
\zeta = 6\phi \frac{\Omega_0}{\Omega}.
\]

For no-slip particles, Zuzovsky et al.\textsuperscript{50} gave the dilute limit for the spin viscosity \( \zeta \) as

\[
\zeta = 6\phi \left[ 1 - \phi + 12 (\bar{a}_{20})^2 \phi^{10/3} + O(\phi^{14/3}) \right]^{-1},
\]

with \( \bar{a}_{20} = 0.2857 \) for the simple cubic lattice. The corresponding angular velocity is shown in Fig. 8 by the solid line. From the result, however, the no-slip behavior is rather well represented by the expression without \( O(\phi^{10/3}) \) term

\[
\frac{\Omega_{m,\phi}(\phi)}{\Omega_0} = 1 - \phi.
\]

This is due to the lack of higher force moments in the present calculations.

To see the slip-length dependence, we define the scaled angular velocity \( \Omega \) by

\[
\tilde{\Omega}(\phi, \tilde{\gamma}) = \frac{\Omega(\phi, \tilde{\gamma})}{\Omega_{m,\phi}(\phi)}.
\]

Figure 9 shows the slip-length dependence of \( \tilde{\Omega} \). It is seen that \( \Omega \) goes to asymptotes in the perfect-slip limit from unity in the no-slip limit. Therefore, we try to fit \( \tilde{\gamma} \) dependence by the form

\[
\tilde{\Omega}(\phi, \tilde{\gamma}) = \Gamma_{m,n}.
\]

Fitting results for each \( \phi \) are summarized in Table V. It is found again that \( n \) is independent of \( \phi \) and \( n = 3 \). For \( m \), it is well represented by

\[
m(\phi) = \frac{3}{1 - A\phi},
\]
TABLE IV: Angular velocities $\Omega/\Omega_0$ in the simple-cubic array configuration.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$\gamma = 0$</th>
<th>$\gamma = 0.01$</th>
<th>$\gamma = 0.1$</th>
<th>$\gamma = 1$</th>
<th>$\gamma = 10$</th>
<th>$\gamma = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.9990</td>
<td>1.0290</td>
<td>1.2990</td>
<td>3.9990</td>
<td>30.9990</td>
<td>300.9990</td>
</tr>
<tr>
<td>0.027</td>
<td>0.9730</td>
<td>1.0030</td>
<td>1.2730</td>
<td>3.9730</td>
<td>30.9730</td>
<td>300.9730</td>
</tr>
<tr>
<td>0.064</td>
<td>0.9360</td>
<td>0.9660</td>
<td>1.2360</td>
<td>3.9360</td>
<td>30.9360</td>
<td>300.9360</td>
</tr>
<tr>
<td>0.125</td>
<td>0.8750</td>
<td>0.9050</td>
<td>1.1750</td>
<td>3.8750</td>
<td>30.8750</td>
<td>300.8750</td>
</tr>
<tr>
<td>0.216</td>
<td>0.7840</td>
<td>0.8140</td>
<td>1.0840</td>
<td>3.7840</td>
<td>30.7840</td>
<td>300.7840</td>
</tr>
<tr>
<td>0.343</td>
<td>0.6570</td>
<td>0.6870</td>
<td>0.9570</td>
<td>3.6570</td>
<td>30.6570</td>
<td>300.6570</td>
</tr>
<tr>
<td>0.450</td>
<td>0.5500</td>
<td>0.5800</td>
<td>0.8500</td>
<td>3.5500</td>
<td>30.5500</td>
<td>300.5500</td>
</tr>
<tr>
<td>0.5236</td>
<td>0.4764</td>
<td>0.5064</td>
<td>0.7764</td>
<td>3.4764</td>
<td>30.4764</td>
<td>300.4764</td>
</tr>
</tbody>
</table>

FIG. 9: The scaled angular velocity $\Omega/\Omega_{ns}$ for the simple-cubic configuration, where $\Omega_{ns}$ is the angular velocity for the no-slip case.

TABLE V: Fitting parameters $m$ and $n$ in Eq. (10). The data for $\phi = 0.001$ is fitted only by $m$ with $n = 3$.

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$m$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>3.003</td>
<td>±4·10^{-7}</td>
</tr>
<tr>
<td>0.027</td>
<td>3.0834</td>
<td>±0.0001</td>
</tr>
<tr>
<td>0.064</td>
<td>3.20514</td>
<td>±4·10^{-5}</td>
</tr>
<tr>
<td>0.125</td>
<td>3.42854</td>
<td>±2·10^{-5}</td>
</tr>
<tr>
<td>0.216</td>
<td>3.82653</td>
<td>±1·10^{-5}</td>
</tr>
<tr>
<td>0.343</td>
<td>4.56623</td>
<td>±1·10^{-5}</td>
</tr>
<tr>
<td>0.450</td>
<td>5.45454</td>
<td>±7·10^{-6}</td>
</tr>
<tr>
<td>0.5236</td>
<td>6.29724</td>
<td>±2·10^{-5}</td>
</tr>
</tbody>
</table>

with $A = 1 ± 6 \times 10^{-6}$. Thus, we conclude that the angular velocity $\Omega(\phi, \gamma)$ is expressed by

$$\frac{\Omega(\phi, \gamma)}{\Omega_0} = 1 - \phi + 3\gamma \left(1 + 3\gamma\right). \quad (112)$$

From the results, it is found that the increase of the scaled angular velocity $\Omega$ from the no-slip limit to the perfect-slip limit, which is the reduction rate of the spin viscosity, is 1 in the dilute limit, but it increases roughly up to twice as the volume fraction $\phi$ increases.

3. Shear Viscosity

The effective viscosity tensor $\mu^\ast_{ijkl}$ relating the bulk stress $\langle \sigma \rangle$ and the bulk rate-of-strain $\langle E \rangle$ is defined by

$$\langle \sigma_{ij}\rangle = 2\mu^\ast_{ijkl}\langle E_{kl}\rangle, \quad (113)$$

where, for a cubic lattice, $\mu^\ast_{ijkl}$ is given by two scalar functions $\alpha$ and $\beta$ as

$$\mu^\ast_{ijkl} = \mu \left(1 + \beta\right) \frac{1}{2} \left(\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk} - \frac{2}{3}\delta_{ij}\delta_{kl}\right) + \mu \left(\alpha + \beta\right) \delta_{ij}\delta_{kl} \left(\delta_{ik}\delta_{jl} - \frac{2}{3}\delta_{ij}\delta_{kl}\right). \quad (114)$$

Here, $\delta_{ijkl}$ is unity if all the indices are the same and zero otherwise. The bulk stress is given by the stresslet on the particle $S$ as $\langle \sigma \rangle = 2\mu\langle E \rangle - n\langle S \rangle$, where the first term is the contribution of the fluid and $n$ is the number density of the particle, so that we can evaluate $\alpha$ and $\beta$ by solving $\langle S \rangle$ under the rate-of-strain $E$. The results are shown in Table VI.

For no-slip particles, Zuzovsky et al. gave the dilute limits...
for \( \alpha(\phi) \) and \( \beta(\phi) \) as

\[
\alpha = \frac{5}{2} \phi \left[ 1 - (1 - 60 \tilde{b}_{20}) \phi + 12 \tilde{a}_{20} \phi^{5/3} + O(\phi^{7/3}) \right]^{-1} \tag{115}
\]

\[
\beta = \frac{5}{2} \phi \left[ 1 - (1 + 40 \tilde{b}_{20}) \phi - 8 \tilde{a}_{20} \phi^{5/3} + O(\phi^{7/3}) \right]^{-1} \tag{116}
\]

where for the simple cubic lattice \( \tilde{a}_{20} = 0.2857 \) and \( \tilde{b}_{20} = -0.04655 \). Note that \( \tilde{a}_{20} \) is the same value for the spin viscosity. Figures 10 and 11 show \( \alpha/\phi \) and \( \beta/\phi \) for various slip lengths. Because of the lack of lubrication contribution in the present calculations, the diverging behavior of the viscosity in the closed packing limit is not captured. However, for the no-slip case, the agreement of the numerical results with the dilute limit expressions (115) and (116) is very good. 

### Table VI: Viscosity functions \( \alpha \) and \( \beta \) divided by \( \phi \) in the simple-cubic array configuration.

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( \alpha/\phi ) for ( \tilde{\gamma} = 0 )</th>
<th>( \tilde{\gamma} = 0.01 )</th>
<th>( \tilde{\gamma} = 0.1 )</th>
<th>( \tilde{\gamma} = 1 )</th>
<th>( \tilde{\gamma} = 10 )</th>
<th>( \tilde{\gamma} = 100 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>2.5094</td>
<td>2.4375</td>
<td>2.0060</td>
<td>1.2524</td>
<td>1.0310</td>
<td>1.0045</td>
</tr>
<tr>
<td>0.027</td>
<td>2.7591</td>
<td>2.6727</td>
<td>2.1644</td>
<td>1.3144</td>
<td>1.0735</td>
<td>1.0449</td>
</tr>
<tr>
<td>0.064</td>
<td>3.1537</td>
<td>3.0427</td>
<td>2.4073</td>
<td>1.4078</td>
<td>1.1378</td>
<td>1.1062</td>
</tr>
<tr>
<td>0.125</td>
<td>3.9450</td>
<td>3.7787</td>
<td>2.8708</td>
<td>1.5801</td>
<td>1.2571</td>
<td>1.2199</td>
</tr>
<tr>
<td>0.216</td>
<td>5.5745</td>
<td>5.2730</td>
<td>3.7515</td>
<td>1.8937</td>
<td>1.4760</td>
<td>1.4289</td>
</tr>
<tr>
<td>0.343</td>
<td>9.0255</td>
<td>8.3823</td>
<td>5.4624</td>
<td>2.5007</td>
<td>1.9092</td>
<td>1.8441</td>
</tr>
<tr>
<td>0.450</td>
<td>12.4144</td>
<td>11.4696</td>
<td>7.3016</td>
<td>3.2662</td>
<td>2.4822</td>
<td>2.3964</td>
</tr>
<tr>
<td>0.5236</td>
<td>13.6821</td>
<td>12.7794</td>
<td>8.5491</td>
<td>4.0221</td>
<td>3.0878</td>
<td>2.9843</td>
</tr>
</tbody>
</table>

![FIG. 11: Viscosity function \( \beta \) divided by \( \phi \) for the simple-cubic configuration. The solid line is obtained from the dilute limit for the no-slip particles in Eq. (116) by Zuzovsky et al.\(^{20}\)](image)

![FIG. 12: The scaled viscosity function \( \tilde{\alpha} \) versus the scaled slip length \( \tilde{\gamma} \) for the simple-cubic configuration.](image)

To see the slip-length dependence, we scale the functions by those for the no-slip case as

\[
\alpha = \frac{\alpha(\phi, \tilde{\gamma})}{\alpha_{ns}(\phi)}, \quad \beta = \frac{\beta(\phi, \tilde{\gamma})}{\beta_{ns}(\phi)}, \tag{117}
\]

where \( \alpha_{ns} = \alpha(\phi, \tilde{\gamma} = 0) \) and \( \beta_{ns} = \beta(\phi, \tilde{\gamma} = 0) \). Figures 12 and 13 show the slip-length dependencies of \( \tilde{\alpha} \) and \( \tilde{\beta} \), respectively. As similar before, we try to fit them by \( \Gamma_{m,n} \):

\[
\tilde{\alpha}(\phi, \tilde{\gamma}) = \Gamma_{m,n}, \quad \tilde{\beta}(\phi, \tilde{\gamma}) = \Gamma_{m,n}, \tag{118}
\]

where \( (m_n, n_n) \) and \( (m_n, n_n) \) are the fitting parameters. From the single-body solution (35), the dilute limits for \( \tilde{\alpha} \) and \( \tilde{\beta} \) should be \( \Gamma_{5,2} \), that is, it is expected that \( m \to 5 \) and \( n \to 2 \) in the limit \( \phi \to 0 \) for both \( \tilde{\alpha} \) and \( \tilde{\beta} \). The results are summarized.
FIG. 13: The scaled viscosity function $\beta$ versus the scaled slip length $\gamma$ for the simple-cubic configuration.

![Graph showing the relationship between the scaled viscosity function $\beta$ and the scaled slip length $\gamma$. The x-axis represents $\gamma/a$ ranging from 0.01 to 100, while the y-axis represents $\beta/\beta_{\text{HS}}$ ranging from 0 to 1. The graph includes data points for different volume fractions, with markers indicating the slip parameter $\phi$.](image)

TABLE VII: Fitting parameters $m$ and $n$ in Eq. (118).

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$m_{\alpha}$</th>
<th>$n_{\alpha}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>$2 \pm 2 \cdot 10^{-5}$</td>
<td>$5.01127 \pm 4 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.027</td>
<td>$2 \pm 1 \cdot 10^{-5}$</td>
<td>$5.29765 \pm 3 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.064</td>
<td>$2 \pm 1 \cdot 10^{-3}$</td>
<td>$5.72049 \pm 3 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.125</td>
<td>$2 \pm 1 \cdot 10^{-3}$</td>
<td>$6.49001 \pm 3 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.216</td>
<td>$2 \pm 1 \cdot 10^{-3}$</td>
<td>$7.83125 \pm 2 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.343</td>
<td>$2 \pm 4 \cdot 10^{-6}$</td>
<td>$9.82756 \pm 1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.450</td>
<td>$2 \pm 3 \cdot 10^{-5}$</td>
<td>$10.40260 \pm 1 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>0.5236</td>
<td>$2 \pm 5 \cdot 10^{-6}$</td>
<td>$9.20504 \pm 2 \cdot 10^{-5}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\phi$</th>
<th>$m_{\beta}$</th>
<th>$n_{\beta}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>$2 \pm 3 \cdot 10^{-5}$</td>
<td>$4.99750 \pm 7 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.027</td>
<td>$2 \pm 3 \cdot 10^{-5}$</td>
<td>$4.96357 \pm 6 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.064</td>
<td>$2 \pm 6 \cdot 10^{-6}$</td>
<td>$4.97254 \pm 1 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>0.125</td>
<td>$2 \pm 2 \cdot 10^{-5}$</td>
<td>$5.09142 \pm 4 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>0.216</td>
<td>$2 \pm 2 \cdot 10^{-5}$</td>
<td>$5.47661 \pm 4 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>0.343</td>
<td>$2 \pm 2 \cdot 10^{-5}$</td>
<td>$6.49057 \pm 5 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>0.450</td>
<td>$2 \pm 1 \cdot 10^{-5}$</td>
<td>$8.02057 \pm 4 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>0.5236</td>
<td>$2 \pm 1 \cdot 10^{-5}$</td>
<td>$9.73869 \pm 4 \cdot 10^{-6}$</td>
</tr>
</tbody>
</table>

in Table VII. At this time, it is found that $m$ is independent of $\phi$ for $\alpha$ and $\beta$, so that $m = 2$. The other parameters $n_{\alpha}$ and $n_{\beta}$ can be approximated as

$$n_{\alpha} = 5 + A\phi,$$  \hspace{1cm} (119)

$$n_{\beta} = 5 + B\phi^C,$$  \hspace{1cm} (120)

with $A = 13.9 \pm 0.2$, $B = 28 \pm 2$, and $C = 2.8 \pm 0.1$, where, for $n_{\beta}$, two points in dense region ($\phi = 0.45$ and 0.5236) are ignored. The results are given in Fig. 14.

Similar to the drag coefficient and spin viscosity, the shear viscosity has the reduction according to the surface slip. Figures 12 and 13 show that the shear viscosity is reduced to 40% even in the dilute limit and to 20% in the dense case. It should be noted that, in the present calculations, lubrication effect which is dominant in the dense configurations is not included.

Therefore, at this stage, we do not know whether the diverging behavior of the shear viscosity (as well as spin viscosity) in the no-slip limit would hold in the finite slip-length case.

IV. CONCLUDING REMARKS

We have formulated hydrodynamic interaction among spherical particles with arbitrary sizes and arbitrary slip length in general linear flows, including constant imposed flow (pressure-driven flow) and shear flows. It has been implemented into the Stokesian dynamics method for both open and periodic boundary conditions, for the latter using Ewald summation technique. We have demonstrated that the formulation is capable of representing the slip boundary condition on the surface of particles properly. We have also calculated basic rheological properties such as sedimentation velocity, spin and shear viscosities for the entire range of the slip length, from the no-slip limit (zero slip length) to the perfect-slip limit (infinite slip length).

From the calculations of particles in unbounded fluid shown in Sec. III A, it is demonstrated that the drag coefficient depends not only on the number of particles and the separation but also on the slip length. This implies that the slip length is one of the important parameters for the mechanism of selection in nanofluidic devices by the difference in the drag coefficients (or equivalently, sedimentation velocity). From the results for regular array configurations in Sec. III B, which is closely related to the flow through porous media, it is found that the drag reduction is enhanced for dense configurations, about 7 times larger than the no-slip limit. For the spin viscosity, i.e., the torque response on the particles by the applied rotation, as expected from the single-body solution, the torque is vanishing in the perfect-slip limit. The volume fraction dependence also reduces to zero in the limit. The reduction of the rotational drag is also enhanced for the dense configurations, but the rate is up to around 2. For the shear viscosity,
the reduction due to the surface slip is also obtained. The viscosity reduces to 40% even in the dilute limit and to 20% in the dense case.

One of the major applications of micro- and nanofluidics is to make a good device to separate a certain type of components (specific DNA or particles with a given size, for example) out of the mixtures. Any effect that depends on the properties of the target like the size or chemical properties can be used. The drag coefficient due to the surrounding fluid, which is discussed in the present article, is one of them. The flows we have studied in this paper, especially for the regular arrays, should reflect major physics occurring in the experiments on nanofluidics for nano-porous media, flows around obstacles in nano channels, and other nanofluidic flows.

The formulation of the hydrodynamic theory and implementation of the numerical scheme in this article is just a first step to establish a theoretical formulation for nanofluidics. To achieve the goal, one direction is a multiple scale approach making a bridge between the present hydrodynamic theory and the molecular theory. We plan several improvements for the hydrodynamic theory presented in this paper: (i) The contribution of higher force moments, which becomes important in dense configurations and close geometries, can be incorporated into the present formulation by using lubrication theory. Unfortunately there are no results available at this moment in literature, but we can use the exact solutions for two-body problem in the series expression. (ii) The Brownian force, another important contribution from the fluid to the object in nano scale, can be introduced into the framework of Stokesian dynamics method. (iii) It is highly demanded to solve the hydrodynamic interaction among the objects of arbitrary shape as well as in confines of arbitrary geometry, especially for application to nanofluidic devices. One of the possible solutions is to build a hybrid scheme with boundary element method into the Stokesian dynamics. Another approach is to replace the free-space Green function (the Oseen-Burgers tensor) by that of the corresponding geometries. For slip surfaces, however, the available solution is limited to a single plane.

Finally, we note that the present formulation is also applicable to microfluidics, too, and many other areas. Actually, the surface slip appears in various situations, including electro-osmosis and non-Newtonian fluids, where the results of this article can be used without modifications.
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APPENDIX A: LAMB’S GENERAL SOLUTION

Here, we summarize the derivation of the single body problem of the slip spherical particle in terms of Lamb’s general solution with the slip boundary condition.

The disturbance field \( \mathbf{u} - \mathbf{u}^\infty \) by the presence of a sphere at the origin is given by Lamb’s general solution in Eq. (9). This exerts the disturbance stress field, whose tangential component \( (\mathbf{I} - \mathbf{n}\mathbf{n}) \cdot \mathbf{\sigma}' \) is given by

\[
(\mathbf{I} - \mathbf{n}\mathbf{n}) \cdot \mathbf{\sigma}' = \frac{\mu}{r} \sum_n \{ -(n + 2) \nabla \times (r \chi_{n-1}) \}
- 2(n + 2) \left( \nabla \cdot \frac{\partial \mathbf{v}}{\partial \mathbf{r}} \right) \Phi_{n-1}
+ \frac{1}{\mu} \frac{(n + 1)(n - 1)}{n(2n - 1)} r^2 \left( \nabla \cdot \frac{\partial \mathbf{v}}{\partial \mathbf{r}} \right) \Pi_{n-1},
\]

where \( \chi_n, \Phi_n, \) and \( p_n \) are the same functions as in Eq. (9). First, in the slip boundary condition (4), we decompose the disturbance fields and the imposed flows in the following way:

\[
\mathbf{u}(r) - \mathbf{u}^\infty(r) - \frac{\gamma}{\mu} (\mathbf{I} - \mathbf{n}\mathbf{n}) \cdot \mathbf{\sigma}' \cdot \mathbf{n} = (\mathbf{U} + \Omega \times \mathbf{r}) - (\mathbf{U}^\infty + \Omega^\infty \times \mathbf{r} + \mathbf{E}^\infty \cdot \mathbf{r})
+ \frac{\gamma}{\mu} (\mathbf{I} - \mathbf{n}\mathbf{n}) \cdot (\mathbf{\sigma}^\infty \cdot \mathbf{n}),
\]

where \( \mathbf{\sigma}^\infty \) is the stress generated by the imposed flow \( \mathbf{u}^\infty \). The boundary condition is applied, as in literature, through the three scalar functions \( r/r \cdot \mathbf{V}, -r \nabla \cdot \mathbf{V}, \) and \( r \cdot \nabla \times \mathbf{V} \) for a surface vector \( \mathbf{V}(\theta, \phi) \) assigned on the surface \( r = a \) for a vector field. The disturbance field in the left-hand side in Eq. (A2) is expressed by the coefficients \( p_{mn}, q_{mn}, \) and \( v_{mn} \) in Eqs. (12), (13), and (14). For the imposed flow in the right-hand side, we introduce the coefficients \( \chi_{mn}, \psi_{mn}, \) and \( \omega_{mn} \) as

\[
\frac{r}{r} \cdot \mathbf{V}^\infty |_{r=a} = \sum_{n=0}^\infty \sum_{m=0}^n \chi_{mn} Y_{mn}(\theta, \phi),
\]

\[
-\mathbf{r} \nabla \cdot \mathbf{V}^\infty |_{r=a} = \sum_{n=0}^\infty \sum_{m=0}^n \psi_{mn} Y_{mn}(\theta, \phi),
\]

\[
\mathbf{r} \cdot \nabla \times \mathbf{V}^\infty |_{r=a} = \sum_{n=0}^\infty \sum_{m=0}^n \omega_{mn} Y_{mn}(\theta, \phi),
\]

where \( \mathbf{V}^\infty \) denotes the right-hand side in Eq. (A2) on the surface \( r = a \). From the boundary condition (A2), then, we have three equations between the coefficients \( (p_{mn}, q_{mn}, v_{mn}) \) and \( (\chi_{mn}, \psi_{mn}, \omega_{mn}) \):

\[
p_{mn} = \frac{2n - 1}{n + 1} \Gamma_{0,2n+1} \psi_{mn} + \frac{(n + 2)(2n - 1)}{n + 1} \chi_{mn},
\]

\[
v_{mn} = \frac{1}{2(n + 1)} \Phi_{mn} + \frac{n}{2(n + 1)} \Gamma_{2(n + 1)(n - 1)/2n + 2} \chi_{mn},
\]

\[
q_{mn} = \frac{1}{n(n + 1)} \Gamma_{0,2n+2} \omega_{mn}.
\]

From these equations, we can obtain the solution \( (p_{mn}, q_{mn}, v_{mn}) \) for each problem specified by the coefficients \( (\chi_{mn}, \psi_{mn}, \omega_{mn}) \).
APPENDIX B: EWALD SUMMATION

Here, we give full solutions of the mobility matrix in the FTS version under the periodic boundary condition outlined in Sec. II D.

1. Real Space

It is straightforward to obtain the matrix in real-space summation in Eq. (86) from the expressions of each submatrix by the derivatives in Eqs. (54) to (59) and those of \( \mathbf{R} \) in Eq. (29) and \( \mathbf{K} \) in Eq. (38) with the Oseen-Burgers tensor in real space \( \mathbf{J}^{(1)} \) in Eq. (78), whose explicit from is given by

\[
J^{(1)}_{ij}(r) = A_0(r, \xi) \delta_{ij} + B_0(r, \xi) \frac{r_i r_j}{r^2},
\] (B1)

where \( A_0 \) and \( B_0 \) are given by Eqs. (90) and (92), respectively. The scalar functions are given by complementary functions as

\[
x_{12} = \mathcal{A}^{(0)}_1 + \mathcal{A}^{(0)}_2 + \frac{a_1^2 + a_2^2}{6} \left( \mathcal{A}^{(2)}_1 + \mathcal{A}^{(2)}_2 \right),
\] (B2)

\[
y_{12} = \mathcal{A}^{(0)}_1 + \frac{a_1^2 + a_2^2}{6} \mathcal{A}^{(2)}_1,
\] (B3)

\[
y_{12} = B_1, \quad x_{12} = C_1 + C_2, \quad y_{12} = C_1, \quad x_{12} = \frac{-3}{2} \left( \mathcal{G}^{(0)}_1 + \frac{a_1^2 + a_2^2}{10} \mathcal{G}^{(2)}_1 \right),
\] (B7)

\[
y_{12} = \frac{a_1^2 + a_2^2}{6} \mathcal{G}^{(2)}_2,
\] (B8)

\[
y_{12} = \mathcal{H}^{(0)}_1, \quad x_{12} = 6 \left( \mathcal{M}^{(0)}_1 + \mathcal{M}^{(0)}_2 + \frac{a_1^2 + a_2^2}{10} \left( \mathcal{M}^{(2)}_1 + \mathcal{M}^{(2)}_2 \right) \right),
\] (B10)

\[
y_{12} = 2 \left( \mathcal{M}^{(0)}_1 + \mathcal{M}^{(0)}_2 + \frac{a_1^2 + a_2^2}{10} \left( \mathcal{M}^{(2)}_1 + \mathcal{M}^{(2)}_2 \right) \right),
\] (B11)

\[
z_{12} = 2 \left( \mathcal{M}^{(0)}_1 + \mathcal{M}^{(0)}_2 + \frac{a_1^2 + a_2^2}{10} \left( \mathcal{M}^{(2)}_1 + \mathcal{M}^{(2)}_2 \right) \right).
\] (B12)

The functions for \( x^a \) and \( y^a \) are

\[
\mathcal{A}^{(0)}_1 = \frac{\varepsilon a_0}{\sqrt{\pi}} \left[ \frac{3}{2} - 3r^2 \xi^2 \right] e^{-\xi^2 r^2} + \frac{3a_d}{4r} \text{erfc}(\xi r),
\] (B13)

\[
\mathcal{A}^{(2)}_1 = \frac{1}{r^2} \left[ \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 14\xi^2 r^2 - 20\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} + \frac{3a_d}{2r} \text{erfc}(\xi r) \right],
\] (B14)

\[
\mathcal{A}^{(0)}_2 = \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 2 - 3r^2 \xi^2 \right) e^{-\xi^2 r^2} + \frac{3a_d}{4r} \text{erfc}(\xi r),
\] (B15)

\[
\mathcal{A}^{(2)}_2 = \frac{1}{r^2} \left[ -\frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 2\xi^2 r^2 - 16\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} - \frac{9a_d}{2r} \text{erfc}(\xi r) \right].
\] (B16)

The function for \( y^b \) is

\[
B_1 = -\frac{\varepsilon a_0}{\sqrt{\pi}} \left( 1 - 6\xi^2 r^2 + 2\xi^4 r^4 \right) e^{-\xi^2 r^2} - \frac{3a_d}{4r^2} \text{erfc}(\xi r).
\] (B17)

The functions for \( x^c \) and \( y^c \) are

\[
C_1 = -\frac{\varepsilon a_0}{\sqrt{\pi}} \left( 1 + 14\xi^2 r^2 - 20\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} - \frac{3a_d}{8r^3} \text{erfc}(\xi r),
\] (B18)

\[
C_2 = \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 2\xi^2 r^2 - 16\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} + \frac{9a_d}{8r^3} \text{erfc}(\xi r).
\] (B19)

The functions for \( x^a \) and \( y^a \) are

\[
G^{(0)}_1 = \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 1 + 14\xi^2 r^2 - 20\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} - \frac{3a_d}{4r^2} \text{erfc}(\xi r),
\] (B20)

\[
G^{(2)}_1 = \frac{1}{r^2} \left[ \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 2\xi^2 r^2 - 16\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} + \frac{9a_d}{2r^2} \text{erfc}(\xi r) \right],
\] (B21)

\[
G^{(0)}_2 = \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 1 + 14\xi^2 r^2 - 20\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} - \frac{3a_d}{8r^3} \text{erfc}(\xi r),
\] (B22)

\[
G^{(2)}_2 = \frac{1}{r^2} \left[ \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 2\xi^2 r^2 - 16\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} + \frac{9a_d}{2r^2} \text{erfc}(\xi r) \right],
\] (B23)

The function for \( y^b \) is

\[
\mathcal{T}^{(0)}_1 = -\frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 2\xi^2 r^2 - 16\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} - \frac{9a_d}{8r^3} \text{erfc}(\xi r).
\] (B24)

The functions for \( x^m \), \( y^m \), and \( z^m \) are

\[
M^{(0)}_3 = \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 1 - 6\xi^2 r^2 + 2\xi^4 r^4 \right) e^{-\xi^2 r^2} - \frac{3a_d}{4r^2} \text{erfc}(\xi r),
\] (B25)

\[
M^{(2)}_3 = \frac{1}{r^2} \left[ \frac{\varepsilon a_0}{\sqrt{\pi}} \left( 3 + 2\xi^2 r^2 - 16\xi^4 r^4 + 4\xi^6 r^6 \right) e^{-\xi^2 r^2} + \frac{9a_d}{20r^3} \text{erfc}(\xi r) \right].
\] (B26)
Thus, Eq. (94) has been derived.

\[ M^{(0)}_{ij} = \frac{\xi a_{ij} 3 a_{ij}^2}{4r^2} \left( 3 + 2 \xi^2 r^2 + 8 \xi^4 r^4 - 4 \xi^6 r^6 \right) e^{-\xi^2 r^2} + \frac{9 a_{ij}^3}{8r^3} \text{erfc}(\xi r) \]  
(B27)

\[ M^{(2)}_{ij} = \frac{1}{r^2} \left[ -\frac{\xi a_{ij} 3 a_{ij}^2}{\sqrt{\pi}} \left( 15 + 10 \xi^2 r^2 + 4 \xi^4 r^4 + 32 \xi^6 r^6 - 30 \xi^8 r^8 + 4 \xi^{10} r^{10} \right) e^{-\xi^2 r^2} \right] \]  
(B28)

\[ M^{(3)}_{ij} = \frac{\xi a_{ij} 3 a_{ij}^2}{\sqrt{\pi}} \left( 3 + 2 \xi^2 r^2 + 26 \xi^4 r^4 - 26 \xi^6 r^6 + 4 \xi^8 r^8 \right) e^{-\xi^2 r^2} + \frac{9 a_{ij}^3}{20r^3} \text{erfc}(\xi r) \]  
(B30)

### 2. Reciprocal Space

Fourier transform of the Oseen-Burgers tensor in the reciprocal part \( J^{(2)} \) is

\[ \hat{J}_{ij}(k) = \int dr e^{ik \cdot r} J_{ij}^{(2)}(r) = (\delta_{ij} - \hat{k}_{ik}\hat{k}_{jk}) k^2 \mathcal{J}(k), \]  
(B31)

where \( \hat{k} = k/|k| \) and

\[ \mathcal{J}(k) = \frac{8\pi}{k^4} \left( 1 + \frac{k^2}{4 \xi^2} + \frac{k^4}{8 \xi^4} \right) \exp\left( -\frac{k^2}{4 \xi} \right). \]  
(B32)

With this expression and Eqs. (54) to (59), the submatrices are obtained as

\[ a_{ij}^{(2)} = \frac{3a_{ij}}{4} \left( 1 - k^2 \frac{a_{ij}^2 + a_{ij}^2}{6} \right) (\delta_{ij} - \hat{k}_{ik}\hat{k}_{jk}) k^2 \mathcal{J}(k), \]  
(B33)

\[ b_{ij}^{(2)} = \frac{3a_{ij}^2}{8} (-i) \epsilon_{ijk} \hat{k}_k k^3 \mathcal{J}(k), \]  
(B34)

\[ c_{ij}^{(2)} = \frac{3a_{ij}^2}{16} (\delta_{ij} - \hat{k}_{ik}\hat{k}_{jk}) k^4 \mathcal{J}(k), \]  
(B35)

\[ g_{ijk}^{(2)} = -\frac{a_{ij}^2}{8} \left[ 1 - k^2 \frac{a_{ij}^2 + a_{ij}^2}{10} + \frac{a_{ij}^2}{6} \right] (i) \left( \hat{k}_{ik}\delta_{jk} + \hat{k}_{jk}\delta_{ik} \right) \]  
\[ -2\hat{k}_{ik}\hat{k}_{jk} k^3 \mathcal{J}(k), \]  
(B36)

\[ h_{ijk}^{(2)} = \frac{3a_{ij}^2}{16} \left( \epsilon_{i\ell k}\hat{k}_\ell + \epsilon_{j\ell k}\hat{k}_\ell \right) k^4 \mathcal{J}(k), \]  
(B37)

\[ m_{ijkl}^{(2)} = \frac{3a_{ij}^3}{16} \left[ 1 - k^2 \frac{a_{ij}^2 + a_{ij}^2}{10} \right] \left( \hat{k}_{ik}\delta_{jk} + \hat{k}_{jk}\delta_{ik} \right) \]  
\[ + \hat{k}_{ik}\delta_{i\ell} + \hat{k}_{jk}\delta_{j\ell} - 4\hat{k}_{ik}\hat{k}_{jk} k^4 \mathcal{J}(k). \]  
(B38)

Thus, Eq. (94) has been derived.

### 3. Self Term in Reciprocal Space

The self term in reciprocal part is evaluated by the inverse Fourier transform of the reciprocal part obtained in the previous section.

Because the submatrices \( b^{(2)} \) and \( g^{(2)} \) are odd functions of \( k \) as shown in Eqs. (B34) and (B36), they go to zero. Although \( h^{(2)} \) is an even function of \( k \) as in Eq. (B37), the angle integral gives

\[ \int d\hat{k} \left( \epsilon_{ij}\hat{k}_i\hat{k}_j + \epsilon_{i\ell k}\hat{k}_\ell \hat{k}_k \right) = \frac{4\pi}{3} (\delta_{ij}\hat{k}_i + \epsilon_{i\ell k}\hat{k}_\ell), \]  
(B39)

so that it also vanishes. Therefore, only \( a^{(2)} \), \( c^{(2)} \), \( m^{(2)} \) are left.

To evaluate \( a^{(2)} \), let us split the integral into two parts, radial integral for \( k \) and solid-angle integral for \( \hat{k} \). From Eq. (B33),

\[ a_{ij}^{(2)}(r = 0) = \frac{1}{(2\pi)^3} \int_0^\infty dk \frac{3a_{ij}}{4} \left( 1 - \frac{a_{ij}^2 + a_{ij}^2}{6} k^2 \right) k^4 \mathcal{J}(k) \]  
\[ \times \int d\hat{k} \left( \delta_{ij} - \hat{k}_i\hat{k}_j \right). \]  
(B40)

To calculate the radial integrals, we use the recurrence relation \( G_n = 2(2n - 1)\xi^2 G_{n-1} \) with the initial condition \( G_0 = \xi \sqrt{\pi} \) for \( G_n \) defined by

\[ G_n = \int_0^\infty dk \ k^2 e^{-k^2/4\xi^2}. \]  
(B41)

The radial integral for \( a^{(2)} \) is then,

\[ \frac{1}{(2\pi)^3} \int_0^\infty dk \frac{3a_{ij}}{4} \left( 1 - \frac{a_{ij}^2 + a_{ij}^2}{6} k^2 \right) k^4 \mathcal{J}(k) \]  
\[ = \frac{1}{3} \frac{3a_{ij}^2}{4} \left( 3 - 20\xi^2 \frac{a_{ij}^2 + a_{ij}^2}{6} \right). \]  
(B42)

The angle integral is

\[ \int d\hat{k} \left( \delta_{ij} - \hat{k}_i\hat{k}_j \right) = 4\pi \left( 1 - \frac{1}{3} \right) \delta_{ij}. \]  
(B43)

Therefore, Eq. (95) is obtained:

\[ a_{ij}^{(2)}(r = 0) = \frac{a_{ij}^2}{\sqrt{\pi}} \left( 6 - 20\xi^2 \frac{a_{ij}^2 + a_{ij}^2}{3} \right) \delta_{ij}. \]  
(B44)

For \( c^{(2)} \), from Eq. (B35) we have

\[ c_{ij}^{(2)}(r = 0) = \frac{3a_{ij}^3}{16} \frac{1}{(2\pi)^3} \int_0^\infty dk k^6 \mathcal{J}(k) \]  
\[ \times \int d\hat{k} \left( \delta_{ij} - \hat{k}_i\hat{k}_j \right). \]  
(B45)

The radial integral is

\[ \frac{3a_{ij}^3}{16} \frac{1}{(2\pi)^3} \int_0^\infty dk \ k^6 \mathcal{J}(k) = \frac{15a_{ij}^3}{4} \frac{\xi^3}{3}. \]  
(B46)
The angle integral is the same for \( \alpha_{ij}^{(2)} \). Therefore,

\[
c_{ij}^{(2)}(r = 0) = \frac{10a_2^3 \xi^3}{\sqrt{\pi}} \delta_{ij}, \tag{B47}
\]

For \( m^{(2)} \), from Eq. (B38),

\[
m_{ij}^{(2)}(r = 0) = \frac{3a_2^3}{16 (2\pi)^3} \int_0^\infty dk \left[ 1 - \frac{k^2}{10} \left( \frac{\alpha_i^a}{\alpha_j^a} + \frac{\alpha_j^a}{\alpha_i^a} \right) \right] k^6 \mathcal{J}(k) \times \int dk \left( \hat{k}_i \hat{k}_j \delta_{il} + \hat{k}_i \hat{k}_j \delta_{jl} + \hat{k}_i \hat{k}_j \delta_{ij} - 4 \hat{k}_i \hat{k}_j \hat{k}_l \right). \tag{B48}
\]

The radial integral is

\[
= \frac{3a_2^3}{16 \pi^{3/2}} \left[ 20\xi^3 - \frac{126}{5} \xi^2 \left( \frac{\alpha_i^a}{\alpha_j^a} + \frac{\alpha_j^a}{\alpha_i^a} \right) \right]. \tag{B49}
\]

The angle integral gives

\[
\int dk \left( \hat{k}_i \hat{k}_j \delta_{il} + \hat{k}_i \hat{k}_j \delta_{jl} + \hat{k}_i \hat{k}_j \delta_{ij} - 4 \hat{k}_i \hat{k}_j \hat{k}_l \right) = \frac{8\pi}{5} \left( \delta_{ij} \delta_{kl} + \delta_{ij} \delta_{kl} - \frac{2}{3} \delta_{ij} \delta_{kl} \right). \tag{B50}
\]

where we use the result\(^{21}\)

\[
\int dk \left( \hat{k}_i \hat{k}_j \hat{k}_l \right) = \frac{4\pi}{15} \left( \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right). \tag{B51}
\]

Therefore,

\[
m_{ij}^{(2)}(r = 0) = \frac{3a_2^3 \xi^3}{\sqrt{\pi}} \left[ 6 - \frac{189}{25} \xi^2 \left( \frac{\alpha_i^a}{\alpha_j^a} + \frac{\alpha_j^a}{\alpha_i^a} \right) \right] \times \left( \delta_{ij} \delta_{kl} + \delta_{ik} \delta_{jl} - \frac{2}{3} \delta_{ij} \delta_{kl} \right). \tag{B52}
\]

The corresponding scalar functions are

\[
x_{ij}^{(2)} = x_{ij}^{(m)} = x_{ij}^{(m)} = \frac{a_3^3 \xi^3}{\sqrt{\pi}} \left[ 12 - \frac{378}{25} \xi^2 \left( \frac{\alpha_i^a}{\alpha_j^a} + \frac{\alpha_j^a}{\alpha_i^a} \right) \right]. \tag{B53}
\]